Notes from CISM Telecon
Bill Lipscomb

24 September 2008

Participants:  Ed Bueler, Tony Craig, Jeremy Fyke, Rob Jacob, Jesse Johnson, Phil Jones, Bill Lipscomb
We first discussed whether the POP/CICE infrastructure is an appropriate backbone for CISM.  Possible concerns:

1. To date, POP and CICE have not been run on multiple, logically disconnected grids.  It’s unclear how much work will be needed to add this capability.

2. POP and CICE contain some infrastructure we will not need (e.g. support for tripole grids), which might reduce performance or make the model harder to maintain.  It’s unclear how much work is needed to remove this infrastructure.

3. POP and CICE currently require the block size to be specified at compile time; it would be better to allocate arrays dynamically.  This probably will not be hard to change, but dynamic allocation could somewhat degrade performance.

Tony suggested that we step back, think about our modeling needs, and evaluate other software in light of those needs.

It is likely that we will, at minimum, want to use and adapt the parts of POP/CICE that will make CISM compatible with CCSM standards and conventions: for example, code for communicating with the coupler, parsing configuration files, reading and writing netCDF files, and interpolating fields between grids.  (Grid interpolation can be handled by Phil’s SCRIP code.)  

For the reasons stated above, it is less clear that the POP/CICE data structures and boundary communication routines are optimal for CISM.  Even if we use the POP/CICE boundary routines for advection, we will want a software package that can solve large elliptic problems for ice velocities.  Since we don’t know the best solution techniques a priori, we will want a flexible package with a variety of solvers.  GLIMMER uses the SLAP routines, which are serial.  Among the parallel packages available are PETSc and PARDISO.  Jesse and colleagues have worked with both packages.  PETSc is powerful but has a steep learning curve.  Ed suggested that it’s easier to commit to PETSc at the beginning than to go back and forth between PETSc and other data structures (which we would most likely have to do).  PARDISO is easier to work with than PETSc, but Jesse has had problems with convergence, and there are also licensing issues.

We decided to write a requirements document describing in some detail what CISM needs: e.g., multiple grids, a flexible matrix solver, and efficient scaling to large processor counts.  Bill and Jesse will take the lead on this.  Bill will consult with Phil on how difficult it will be to modify the POP/CICE architecture to meet these needs.  Jesse will evaluate PETSc and PARDISO.  Participants are invited to suggest other possible packages.  We will aim to have a draft requirements document before the next teleconference call.

We then discussed the desired elements of CISM 1.0, the first version to be publicly released.  The consensus was that CISM 1.0 should preserve the functionality of GLIMMER to the extent possible.  In other words, it should have a CCSM-compatible infrastructure with calls to modular subroutines that are functionally equivalent to glide_temp, glide_thck, and glide_velo.  Multiple ice sheets should be supported, as in GLIMMER.  Some nice features like the ability to generate I/O files at compile time should be preserved.

Future CISM versions will have improved ice sheet dynamics and physics.  For example, CISM 2.0 might incorporate better schemes for thickness evolution (e.g., incremental remapping) and more flexible momentum solvers (e.g., the shallow-shelf approximation for regions that are not well described by the shallow-ice approximation).  We will also implement higher-order physics, but an HO model will not be released in the next couple of years.
We would like to know how the GLIMMER folks feel about our plan to modularize the dynamics.  Jesse will talk to Ian Rutt about this.

We agreed to talk again in about three weeks.
