Notes from CISM Telecon
Bill Lipscomb

16 October 2008
Participants:  Tim Bocek, Ed Bueler, Tony Craig, Jeremy Fyke, Rob Jacob, Jesse Johnson, Phil Jones, Bill Lipscomb
The discussion centered on the draft CISM Requirements document, especially on the use of derived data types and on the changes needed in POP/CICE code to meet our requirements.

Jesse reported that one of his students has rewritten the GLIDE temperature module so that arrays and scalars that used to be part of the ice-sheet-model data type are now passed as explicit arguments.  There are 41 such arguments.  Jesse suggested that while this is OK for now, we will want to do things more intelligently later.  There is a reasonable middle ground between the two extremes of (1) passing in an ice-sheet instance with so many arrays that it’s hard to understand what goes in and what comes out, and (2) having 41 subroutine arguments.  We should use abstractions to link things that are logically related, provided that the inputs and outputs remain clear.  There was a consensus that we should retain GLIMMER-like data types at higher levels of the code, because this is good software engineering practice and because we can develop CISM sooner if we stay close to the GLIMMER approach.

Jesse talked to Ian Rutt, who is supportive of our plan to modularize GLIMMER’s core dynamic modules.  He is willing to integrate these changes in GLIMMER if the model functionality does not change.  We will stay in touch with Ian and invite him to participate in our discussions as he is able.
We talked about changing POP/CICE code to meet CISM requirements.  After looking at the code, Bill and Phil think these changes can be made with a moderate amount of effort—much less effort than would be needed to develop and support a new infrastructure.  Several CISM requirements are not met by the current code:

(1) POP and CICE do not currently have dynamic array allocation.

(2) The POP/CICE modules do not currently support multiple grids.

(3) These modules contain a good deal of unnecessary infrastructure related to tripole grids.

Bill said that it will not be too hard to allocate arrays dynamically and to strip out unnecessary code.  Support of multiple ice sheets is the biggest challenge and will require careful thought.  We will probably want to initialize a separate communicator for each ice sheet.  We would like to support both serial and concurrent execution.  Serial would mean that all processors work on Greenland and then work on Antarctica; concurrent means that distinct subsets of processors would be assigned to each ice sheet and would compute simultaneously.  Serial execution is better for load balancing, since processors are not left idle, but may be less than optimal for coarse-grid simulations without enough work to scale well.

Tim reported some significant progress in code development.  He has written generic interfaces to two sparse matrix solvers, SLAP and UMFPACK.  The solver used by GLIMMER is specified as a precompile option and is largely transparent to the user.  For Frank Pattyn’s higher-order model, UMFPACK is more stable but ~25% slower.  Wrappers will be written later for PARDISO and maybe for PETSc.  Tim has put a recent version of GLIMMER in the subversion repository and has checked in the working directory where new code is being developed.  

Ed remarked that at least in theory, the system can be posed as symmetric (and very sparse).  We are likely to get the best performance in the long run from conjugate gradient methods that work on symmetric matrices.  Phil commented that iterative solvers usually parallelize better than direct solvers.
We talked about downscaling of the surface mass balance from the land surface grid to the ice sheet grid.  Tony said it would be difficult to do this in the CCSM coupler, so we should continue to do the downscaling in the ice sheet model.  Ed suggested that it would be useful to modularize the GLIMMER downscaling routines so that these routines could be used by PISM.

We talked about the surface mass balance, which will be computed in the land model in coupled CCSM runs.  We will support a PDD scheme in CISM, but we will not develop a separate surface-energy-balance scheme, at least for now.  Marion Bougamont has been working on an SEB scheme that might go into GLIMMER later.  Bill will check on this.

A few other points:

· POP/CICE  halo updates are very flexible, allowing any halo structure you want (e.g., with or without the diagonal corner cells).

· We will use MKS units, except that in some cases (e.g., diagnostic output) we may want to use years rather than seconds as a time unit.  For now, the scale factors in GLIMMER have been set to unity.  These factors will be removed later.
· We will be working only on rectangular grids in the near future.  There is no need to support curved orthogonal grids as in POP/CICE.

· The code will be written in F90, but all the compilers we are likely to use will have F95 capabilities such as initialization of pointers at compile time.

· Ralf Greve’s SICOPOLIS model has been released, and Jesse has looked at it.  The temperature component is modular and includes polythermal ice—something we might want to borrow/steal at a later date.

We will have another call in about three weeks.
