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This is a draft document with some ideas about how we might proceed in developing CISM.
Since CISM will be a community model, we will want to have periodic public releases as with POP and CICE.  These releases should, of course, be well tested and documented.  On the other hand, we don’t want to release code before the developers have had a chance to publish and receive due credit.  My suggestion is to plan for a CISM 1.0 release about a year from now.  This version would incorporate many software changes but would have relatively simple physics (e.g., shallow ice).  Simultaneously, we would be developing a beta version of CISM 2.0, which would have more advanced physics (e.g., higher-order ice flow).  This version would be available to members of the Land Ice Working Group for IPCC AR5 experiments and would be released to the public afterward.
Here are some steps in model development:  
Step 1:  Modular GLIMMER

· Use the shallow-ice approximation (SIA) as in current GLIMMER, but with modular subroutines and simplified data structures.  (For example, remove Fortran derived types from the major dynamics subroutines.)  Package these subroutines into a library called GLIDE2, which can run in GLIMMER in place of the current GLIDE.  Try to do this in such an elegant way that other GLIMMER users will want to switch.    

· Develop an alternative dynamical core that uses incremental remapping for advection of mass and tracers.  The temperature module will do only local calculations (vertical conduction plus strain heating).  Velocities will be computed in the usual way.  We will need to do some experiments to choose the ideal time step and figure out which scheme gives us the best mass fluxes.  I’m calling this alternative dynamical core GLISSADE, and I’ve done some work on it already.

Step 2:  CISM with the SIA 

· Set up the code infrastructure based on CICE 4.0.  Many modules (boundary communications, timers, calendars, I/O, block structure, etc.) can be adapted with minimal changes.  This can be done at the same time as step 1 above.
· Choose a suitable high-level data structure for ice sheet prognostic variables, grid quantities, and so on.

· Insert the GLIDE2 and GLISSADE modules developed above and verify that we get the same answers.

Step 3:  Improved englacial dynamics

· Shallow-shelf approximation for shelves and streams
· “Bastard” SIA/SSA method as in PISM (Bueler & Brown)
· Higher-order physics:  GLAM (Payne & Price) and Pattyn
Step 4:  Improved physics (in no particular order)

· Basal hydrology (local production as well as transport)
· Embedded mixed layer with heat and freshwater exchange (plume model)

· Calving law 
· Migrating grounding line

Step 5:  Two-way coupling to ocean GCM
· Develop coupling protocols
· Couple to HYCOM and see what happens.
Some questions for discussion:

· Does it make sense to use the POP/CICE infrastructure as the model backbone?  If so, are there significant changes we should make in that infrastructure.  For example, CISM is unlikely to run on a tripole grid.  How hard would it be to strip the tripole code from the POP/CICE boundary routines?  POP and CICE currently require the block size to be set up at compile time.  How much work is it to allocate all arrays dynamically?  Are there other features of POP/CICE we will want to change?

· What are the components of CISM 1.0?  I would suggest we complete steps 1 and 2, and maybe the first two bullets in step 3.  This would bring the dynamics to the current level of PISM.  This might be feasible to do within the next 12 months.  
· What are the components of CISM 2.0?  I would suggest we complete steps 3 and 4, if possible.  Ideally, we would like to have a beta version of this model available for IPCC AR5 experiments, i.e. no later than summer 2010, since papers must be written and submitted in 2011.  We may have to rely on some relatively crude physics parameterizations initially.

· What software do we use for solving large elliptic problems in parallel?  CICE already has the infrastructure for ghost cell updates, global sums, gather-scatter, and all that, but CICE does not have an implicit matrix solver.  POP does, but it may not be appropriate for CISM.

· How do we divide the software work?  This is for us to decide.

· How do we incorporate and test physics parameterizations as they become available?   Where do we get forcing, initialization, and validation data sets?  This will require close collaboration with the other focus groups.

