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This is a draft requirements document for CISM, and a starting point for discussion during our conference call on Oct. 16.  Some revisions have been made as a result of that discussion.  Additions and suggestions are welcome.
Physical system requirements
· The model should simulate slow interior flows (dominated by vertical shear stresses) as well as fast-flowing regions such as ice streams and outlet glaciers (where longitudinal and lateral stresses must be included).  A unified treatment of all stresses (i.e., a higher-order flow model) is desirable.

· Although a higher-order model will eventually be the standard, the model should also run with simplified dynamic equations (e.g., shallow-ice) for easy comparison.

· The model should include efficient, stable numerical schemes for solving parabolic problems (e.g., diffusion of thickness in the shallow-ice approximation), hyperbolic problems (e.g., transport of mass and internal energy), and elliptic problems (e.g., the velocity field for Stokes flow or higher-order approximations).  A variety of solvers should be available for elliptic problems.
· Mass and internal energy should be conserved within roundoff in the absence of sources and sinks.

· Strict monotonicity is desirable; a positive definite thickness and a negative definite temperature are essential.

· Away from moving margins or grounding lines, the formal accuracy should be second order or better.  First-order accuracy is sufficient (and likely is the best we can do) near the margins.  Accuracy also may be reduced locally to preserve monotonicity.

Coding
· Coding should adhere to CCSM conventions, e.g. as described here:  http://www.ccsm.ucar.edu/working_groups/Software/dev_guide/dev_guide/node7.html
· FORTRAN is preferred, although other languages (e.g., C, C++) are acceptable if high-level FORTRAN drivers are available.  The code will be written in F90, but F95 extensions are permissible provided they are supported by available compilers.
· The code should be modular with well-defined interfaces.  Derived data types should be used judiciously, so that it is clear what information is being passed in and out of each module.
· MKS units should be used for all computations.  (For some purposes, e.g. diagnostics, it will be convenient to use years rather than seconds as the unit of time.)
· Code development will be managed within a subversion repository.
Grids

· The model must support multiple, non-overlapping, logically rectangular grids (e.g., one grid for Greenland and another for Antarctica).
· Horizontal grid cells must be rectangular and of uniform size for a given grid.  (We will, of course, support non-uniform spacing in the vertical direction.) 
· Each ice-sheet grid may have a different resolution (e.g, a finer resolution for Greenland than for Antarctica).  Also, each ice sheet may be stepped forward with a different time step.  Given these requirements, we will probably need to initialize a different communicator with different block information for each ice sheet.  
· Tripole grids will not be supported.  For clarity and economy, it would be desirable to strip out the tripole infrastructure if we use the POP/CICE infrastructure.
· Arrays will be dynamically allocated.  That is, grid dimensions can be read in at runtime rather than specified at compile time.
· In the long run (3 to 5 years from now) we plan to support unstructured grids.  Code that can readily be adapted to unstructured grids is preferred.
Parallelism
· The model should scale efficiently to hundreds or thousands of processors.  Thus, parallel matrix solvers are needed. 

· The domain will be parallelized in the horizontal direction, not the vertical direction.  That is, any given ice column will be located on a single processor.

· Parallelization will be done using MPI at the distributed-memory level and OpenMP at the shared-memory level.  Both MPI and OpenMP should be supported to take advantage of now hybrid architectures.
· Model throughput should be at least 10,000 years per calendar day on ~100 processors for a Greenland-sized ice sheet with grid resolution of 5 km.  (How does this sound?)
· When there is more than one ice sheet, the model should be able to run either in serial mode (i.e., time steps are executed using the entire processor set for each ice sheet) or in concurrent mode (i.e., each ice sheet is assigned to a distinct processor set, and time steps for all ice sheets are executed simultaneously).  Serial execution is likely to be better for load balancing, but may not scale as well on coarse grids.

Model applications
· Both standalone and coupled applications will be supported.

· We will support model comparison to exact solutions, e.g. by providing simple drivers and verification data sets.  Standard tests such as EISMINT and ISMIP-HOM also will be supported.  (What other tests should be supported?  What initialization, forcing, verification, and validation datasets should be provided?)
· The model should couple to CCSM using coupler version 7, or whatever the current version happens to be.
· In coupled mode, the model should be able to receive the following fields, in each of N elevation classes (where N can be defined at runtime):  (a) surface mass balance, (b) surface elevation, and (c) surface temperature.  Also, the model should be able to send the following fields in each of N elevation classes:  (a) ice fractional area, (b) ice thickness, (c) surface elevation, (d) surface heat flux, and (e) runoff/calving flux.  
· Fields will be exchanged with the coupler on the land and/or atmosphere grid, with upscaling and downscaling done within CISM.

· In coupled mode, the following configurations should be supported:  (a) fully coupled, (b) active ice-sheet/land/atmosphere with prescribed ocean/sea-ice, (c) active ice-sheet/land with prescribed atmosphere/ocean/sea-ice, and (d) active ice sheet with everything else prescribed.

· For standalone applications, the model should not only be able to read in the surface mass balance (as in coupled applications), but also should be able to generate a surface mass balance from climatological data (e.g., by using a positive-degree-day scheme).  Since CLM computes the mass balance using a surface-energy-balance scheme, CISM will not include its own surface-energy-balance scheme, at least in the short term.
· The preferred format for input and output is netCDF.  (Do we want to support other  I/O options?) 
· The model must restart exactly.

